On the distribution of subsidence in the hurricane eye
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ABSTRACT: Two hurricane eye features that have yet to be adequately explained are the clear-air moat that forms at the outer edge of the eye and the hub cloud that forms near the circulation centre. To investigate whether these features can be explained by the spatial distribution of the subsidence field, we have derived an analytical solution of the Sawyer–Eliassen transverse circulation equation for a three-region approximation with an unforced central eye region of intermediate or high inertial stability, a diabatically-forced eyewall region of high inertial stability, and an unforced far-field of low inertial stability. This analytical solution isolates the conditions under which the subsidence is concentrated near the edge of the eye. The crucial parameter is the dimensionless dynamical radius of the eye, defined as the physical radius of the eye divided by the characteristic Rossby length in the eye. When this dimensionless dynamical radius is less than 0.6, there is less than 10% horizontal variation in the subsidence rate across the eye; when it is greater than 1.8, the subsidence rate at the edge of the eye is more than twice as strong as at the centre of the eye. When subsidence is concentrated at the edge of the eye, the largest temperature anomalies occur near there rather than at the vortex centre. This warm-ring structure, as opposed to a warm-core structure, is often observed in the lower troposphere of intense hurricanes.
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1. Introduction

In reviewing the findings of early hurricane reconnaissance flights, Simpson and Starrett (1955) presented the schematic reproduced here as Figure 1. They emphasized the fact that the hurricane eye often contains low-level stratocumulus, which takes the form of a ‘hub cloud’ near the circulation centre, surrounded by a ‘moat’ of clear air or thin stratocumulus near the outer edge of the eye. In recent literature, the term ‘moat’ has been used to describe the radar-echo-free region between the primary eyewall and a concentric eyewall at larger radius. Our discussion here is limited to the original Simpson–Starrett moat (or inner moat), as opposed to the outer moat that occurs between concentric eyewalls. The inner-moat structure has been confirmed by several later studies. For example, Bundgaard (1958) and Fletcher et al. (1961) presented U-2 photographs taken from the lower stratosphere looking down on the eyes of Typhoon Kit (14 November 1957) and Typhoon Ida (25 September 1958). One of the Ida photographs, taken just after rapid deepening to 877 hPa (Jordan, 1959), is reproduced here as Figure 2. It shows low-level stratocumulus in the eye, with cloud tops near 2250 m. Of particular interest is the moat of cloud-free air at the edge of the eye, which is consistent with the Simpson–Starrett schematic. Bundgaard’s interpretation of such features was that ‘downdraughts of hot air had gouged out these moats at the eyewall’s very edge’.

By 1958, aircraft instrumentation and data-recording technology had advanced to a state where it was possible to obtain data from three aircraft operating simultaneously at different levels in Hurricane Cleo. Based on these data, LaSeur and Hawkins (1963) constructed the temperature anomaly cross-section reproduced here as Figure 3. At this time Cleo had maximum winds of 46 m s⁻¹ at a radius of 38 km (21 nautical miles). A striking feature revealed by Figure 3 is that the warmest temperatures in the eye at middle and lower levels occur in a ring at the outer edge of the eye. The figure also suggests a transition from a lower-tropospheric warm-ring structure to an upper-tropospheric warm-core structure.

With the amount of aircraft reconnaissance data accumulated during the 1960s, it became possible to perform composite analyses. A particularly insightful study was that of Gray and Shea (1973), who produced a 21-storm composite analysis of the hurricane inner core region. Their composite vertical motion diagram, reproduced here as the top panel in Figure 4, shows a couplet of strong upward and downward motion with the peak downdraught located just inside the main updraught core. As a summary of their composite analysis, Gray and Shea noted that the largest upward motions occur very close to the radius of maximum wind and that the highest temperatures occur just inside the eyewall, corresponding to the large subsidence warming that occurs at that radius.
After acquisition of the two NOAA WP-3D aircraft in the late 1970s, it became possible to kinematically compute vertical velocity from more accurate aircraft measurements of the horizontal motion, provided that coordinated radial profiles at several heights were obtained. Based on Hurricane Allen aircraft data (5 August 1980) at the six flight levels shown in the bottom panel of Figure 4, Jorgensen (1984) kinematically computed the mesoscale vertical velocity from radial velocity measurements using the axisymmetric form of the mass continuity equation. His results, shown as isolines of the physical-space vertical velocity, indicate a 10 km-wide eyewall updraught with 7 m s\(^{-1}\) peak upward motion and a confined region of 3 m s\(^{-1}\) downdraughts just inside the eyewall.

Some recent three-dimensional nested-grid simulations have used horizontal grid spacing capable of resolving the eye structures discussed above. One example is a nested-grid simulation of Hurricane Andrew (1992) produced by Yau et al. (2004) using an inner grid with 2 km horizontal spacing. A radial-height section of the azimuthally-averaged vertical velocity (their figure 6a, not reproduced here), at a time when the simulated hurricane had low-level winds of approximately 70 m s\(^{-1}\), revealed an eyewall updraught of 3.5 m s\(^{-1}\) at \( z = 7 \) km and a deep, narrow downdraught along the inner edge of the eyewall. Malkus (1958) and Zhang et al. (2002) have emphasized the role that evaporative and sublimative cooling may play in producing such deep, narrow downdraughts. In contrast, the argument presented in this paper ignores such cooling effects in order to isolate other purely dynamical aspects of the problem.

The purpose of this paper is to present a simple theoretical argument that isolates the conditions under which the subsidence and the warmest temperature anomalies are concentrated near the outer edge of the eye. The theoretical argument is based on the balanced vortex model and, in particular, on the associated Sawyer–Eliassen transverse circulation equation (e.g., Ooyama, 1969; Shapiro and Willoughby, 1982; Schubert and Hack, 1982). This argument complements previous studies (e.g., Malkus, 1958; Kuo, 1959; Smith, 1980; Emanuel, 1997; Willoughby, 1998) that did not explicitly used the transverse circulation equation. The paper is organized as follows. The balanced vortex model is presented in Section 2. In Section 3, idealized solutions of the transverse circulation equation are derived. These solutions illustrate how the downward mass flux in the eye depends on the eyewall geometry and the radial distribution of inertial stability. Section 4 presents general numerical solutions of the transverse circulation equation, in order to evaluate results derived from the more strict assumptions in Section 3. Observations of two intense hurricanes, Guillermo and Isabel, which show striking evidence of a warm-ring structure associated with strong subsidence at the outer edge of the eye, are presented in Section 5. A summary of the results and conclusions is given in Section 6.

### 2. The balanced vortex model

We consider inviscid, axisymmetric, quasi-static, gradient-balanced motions of a stratified, compressible atmosphere on an \( f \)-plane. As the vertical coordinate we use \( z = H \log(p_0/p) \), where \( H = RT_0/g \) is the constant scale height, and where \( p_0 \) and \( T_0 \) are constant reference values of pressure and temperature. We choose \( p_0 = 100 \) kPa and \( T_0 = 300 \) K, the latter of which yields \( H \approx 8.79 \) km. The governing equations for the balanced
vertical cross-section of the temperature anomaly (relative to the mean tropical atmosphere profile) along a three-aircraft traversal of Hurricane Cleo (1958). The radius of maximum wind is approximately 38 km (21 nautical miles). On isobaric surfaces below the mid-troposphere, the warmest temperatures occur in a ring at the outer edge of the eye. Adapted from LaSeur and Hawkins (1963).

The thermal wind equation, derived from the gradient and hydrostatic equations, is

\[ \left( f + \frac{2v}{r} \right) \frac{\partial v}{\partial z} = \frac{g}{T_0} \frac{\partial T}{\partial r}. \]  

(1)

Taking \( \frac{\partial}{\partial t} \) of this equation, we obtain:

\[ \frac{\partial}{\partial z} \left( \left( f + \frac{2v}{r} \right) \frac{\partial v}{\partial t} \right) = \frac{g}{T_0} \frac{\partial}{\partial r} \left( \frac{\partial T}{\partial t} \right). \]  

(2)

This shows that the tendencies \( \frac{\partial v}{\partial t} \) and \( \frac{\partial T}{\partial t} \) are related by the constraint of continuous thermal wind balance. The diagnostic equation for the transverse circulation is obtained by eliminating the local time derivatives in the tangential wind equation and the thermodynamic equation using Equation (2). To accomplish this, we first note that, because of the continuity equation, the transverse circulation \( (u, w) \) can be expressed in terms of the single streamfunction variable \( \psi \), so that

\[ e^{-z/H} u = -\frac{\partial \psi}{\partial z} \]  

and

\[ e^{-z/H} w = \frac{\partial (r \psi)}{r \partial r}. \]
We next multiply the tangential wind equation by 
\(- (f + 2v/r)\) and the thermodynamic equation by \(g/T_0\), 
and write the resulting equations as

\[
- \left( f + \frac{2v}{r} \right) \frac{\partial v}{\partial t} + B \frac{\partial (r\psi)}{\partial r} + C \frac{\partial \psi}{\partial z} = 0, \quad (3)
\]

and

\[
\frac{g}{T_0} \frac{\partial T}{\partial t} + A \frac{\partial (r\psi)}{\partial r} + B \frac{\partial \psi}{\partial z} = \frac{g}{c_p T_0} Q, \quad (4)
\]

where the static stability \(A\), the baroclinicity \(B\) and 
the inertial stability \(C\) are defined by

\[
A = e^{z/H} \left( \frac{g}{T_0} \frac{\partial T}{\partial z} + \frac{\kappa T}{H} \right), \quad (5)
\]

\[
B = -e^{z/H} \left( f + \frac{2v}{r} \right) \frac{\partial v}{\partial z} = -e^{z/H} \frac{g}{T_0} \frac{\partial T}{\partial r}, \quad (6)
\]

\[
C = e^{z/H} \left( f + \frac{2v}{r} \right) \left( f + \frac{\partial (r\psi)}{r \partial r} \right). \quad (7)
\]

Adding \(\partial /\partial r\) of Equation (4) to \(\partial /\partial z\) of Equation (3), 
and then using Equation (2), we obtain the Sawyer–Eliassen 
transverse circulation equation:

\[
\frac{\partial}{\partial r} \left( A \frac{\partial (r\psi)}{r \partial r} + B \frac{\partial \psi}{\partial z} \right) + \frac{\partial}{\partial z} \left( B \frac{\partial (r\psi)}{r \partial r} + C \frac{\partial \psi}{\partial z} \right) = \frac{g}{c_p T_0} \frac{\partial Q}{\partial r}, \quad (8)
\]

We shall only consider vortices with \(AC - B^2 > 0\) everywhere, 
in which case Equation (8) is an elliptic equation. 
As for boundary conditions on Equation (8), we require 
that \(\psi\) vanish at \(r = 0\) and at the bottom and top isobaric 
surfaces \(z = z_0, z = z_f\), and that \(r \psi \rightarrow 0\) as \(r \rightarrow \infty\). 
In the next section we solve a simplified version of Equation (8) 
under these boundary conditions.

3. Solutions of the transverse circulation equation

For real hurricanes the coefficients \(A, B\) and \(C\) can have 
complicated spatial distributions, which would preclude 
analytical solution of Equation (8). To obtain analytical 
solutions, we shall consider an idealized vortex that leads 
to a drastic simplification of the coefficients \(A\) and \(B\), 
but retains the crucial radial dependence of the inertial 
stability \(C\). Thus, we consider a barotropic vortex \((B = 0)\), 
noting that this assumption means that the radial 
derivative of \(T\) on isobaric surfaces is zero, but that, with 
a cyclonic vortex, the radial derivative of \(T\) on physical 
height surfaces is slightly positive. The static stability is 
given by

\[
A = e^{z/H} N^2, \quad (9)
\]

where the square of the Brunt–Väisälä frequency, \(N^2\), 
is a constant. The inertial stability (Equation 7) can then be 
written in the form

\[
C = e^{z/H} \tilde{f}^2, \quad (10)
\]

where

\[
\tilde{f}(r) = \left( f + \frac{2v}{r} \right) \left( f + \frac{\partial (r\psi)}{r \partial r} \right)^{\frac{1}{2}},
\]

is the ‘effective Coriolis parameter’. Under the above 
assumptions, (Equation 8) reduces to

\[
N^2 \frac{\partial (r\psi)}{\partial r} + \tilde{f}^2 e^{-z/H} \frac{\partial}{\partial z} \left( e^{z/H} \frac{\partial \psi}{\partial z} \right) = \frac{g}{c_p T_0} \frac{\partial Q}{\partial r}. \quad (11)
\]

Assuming that the diabatic heating \(Q(r, z)\) and 
the streamfunction \(\psi(r, z)\) have the separable forms

\[
Q(r, z) = \hat{Q}(r) \exp \left( \frac{z}{2H} \right) \sin \left( \frac{\pi z}{2T} \right),
\]

\[
\psi(r, z) = \hat{\psi}(r) \exp \left( -\frac{z}{2H} \right) \sin \left( \frac{\pi z}{2T} \right),
\]

the partial differential equation (9) reduces to the ordinary 
differential equation:

\[
r^2 \frac{d^2 \hat{\psi}}{dr^2} + r \frac{d \hat{\psi}}{dr} - \left( \mu^2 r^2 + 1 \right) \hat{\psi} = \frac{g r^2}{c_p T_0 N^2} \frac{d \hat{Q}}{dr}, \quad (12)
\]

where

\[
\mu^2 = \frac{\tilde{f}^2}{N^2} \left( \frac{\pi^2}{2T^2} + \frac{1}{(2H)^2} \right).
\]
is the inverse Rossby length squared. Here we are particularly interested in the important role played by radial variations of $\hat{r}$, and hence radial variations of $\mu$. To treat radial variations of $\hat{r}$ and $\mu$ in a simple manner, we consider the specific barotropic vortex in which the azimuthal wind is given by the following formulae:

- If $0 \leq r \leq r_1$ (eye):
  \[ 2rv(r) = \left( \hat{f}_0 - f \right) r^2. \]  
  (11)

- If $r_1 \leq r \leq r_2$ (eyewall):
  \[ 2rv(r) = \left( \hat{f}_1^2 r_1^4 + \hat{f}_1^2 (r^4 - r_1^4) \right) \left( \frac{1}{r^2} - f r^2. \right) \]  
  (12)

- If $r_2 \leq r < \infty$ (far-field):
  \[ 2rv(r) = \frac{\hat{f}_2^2 r_1^4}{r^2} + \hat{f}_2^2 (r^2 - r_1^2) + \hat{f}_2^2 (r^2 - r_1^2)^{1/2} - fr^2. \]  
  (13)

Here $r_1$ and $r_2$ are specified constants giving the inner and outer radii of the eyewall. From Equations (11)–(13) we can easily show that

\[ \hat{f}(r) = \left\{ \begin{array}{ll}
\frac{2v}{r} & (\text{if } f + \frac{\partial (rv)}{\partial r} \left( \frac{1}{r^2} - f \right) r^2)
\hat{f}_0 & (\text{if } 0 \leq r < r_1 \text{ (eye)})
\hat{f}_1 & (\text{if } r_1 < r < r_2 \text{ (eyewall)})
\hat{f}_2 & (\text{if } r_2 < r < \infty \text{ (far-field)})
\end{array} \right. \]  
  (14)

so that $\hat{f}_0$, $\hat{f}_1$, and $\hat{f}_2$ can be interpreted as specified constants giving the effective Coriolis parameters in the eye, eyewall, and far-field. Because of Equation (14), the inverse Rossby length $\mu(r)$ also has the piecewise-constant form:

\[ \mu(r) = \frac{\hat{f}(r)}{N} \left( \frac{\pi^2}{z_f^2} + \frac{1}{4H^2} \right) \left( \frac{1}{r^2} - f \right) \]  
  (15)

where the constants $\mu_0$, $\mu_1$ and $\mu_2$ are defined in terms of the constants $\hat{f}_0$, $\hat{f}_1$ and $\hat{f}_2$ through Equation (14) and the second equality in Equation (15). Plots of $v(r)$, computed from Equations (11)–(13) using the parameters listed in Table I, are shown in Figure 5(a). In constructing this table and this figure we have used $f = 5 \times 10^{-5} \text{ s}^{-1}$ and

\[ \frac{N}{f} \left( \frac{\pi^2}{z_f^2} + \frac{1}{4H^2} \right)^{-1/2} = 1000 \text{ km.} \]

Note that the four $v(r)$ profiles, denoted by cases A–D, all have $v(r_2) = 70 \text{ m s}^{-1}$. Cases B and D are U-shaped, so that there is relatively high vorticity in the eyewall and relatively low vorticity in the eye. In contrast, cases A and C are Rankine-like, with equal vorticity in the eye and eyewall. The Rossby length in the eye, given by $\mu_0^{-1}$ and listed in the seventh column of the table, is small for the Rankine-like vortices A and C, whereas it is small for the U-shaped vortices B and D. In a crude sense, the Rankine-like profiles A and C can be envisioned as having evolved respectively from the U-shaped profiles B and D via potential vorticity mixing (Schubert et al., 1999; Kossin and Eastin, 2001; Kossin and Schubert, 2001; Kossin et al., 2002; Montgomery et al., 2002). Note that in the transformations B $\rightarrow$ A and D $\rightarrow$ C, the physical radius of the eye does not change but the dynamical radius of the eye increases by more than a factor of three for B $\rightarrow$ A and by nearly a factor of five for D $\rightarrow$ C. This effect is crucial in later discussions.

We now assume that the diabatic heating has the piecewise-constant form

\[ \hat{Q}(r) = \left\{ \begin{array}{ll}
0 & (\text{if } 0 \leq r < r_1 \text{ (eye)})
Q_1 & (\text{if } r_1 < r < r_2 \text{ (eyewall)})
0 & (\text{if } r_2 < r < \infty \text{ (far-field)})
\end{array} \right. \]  
  (16)

where $Q_1$ is a constant. This structure represents the heating that occurs when moist updrafts are confined to an annular eyewall. Only two of the three parameters $r_1$, $r_2$ and $Q_1$ are independently varied. The three parameters are constrained by:

\[ \frac{Q_1}{c_p} (r_2^2 - r_1^2) = 125 \text{ K day}^{-1} (50 \text{ km})^2. \]  
  (17)

A crude interpretation of this constraint is that the implied area-averaged rainfall is fixed as we vary any two of the three parameters $r_1$, $r_2$ and $Q_1$. Such latent heating rates are supported by the satellite-derived measurements of Rodgers et al. (1998).

Because of Equation (16), the right-hand side of Equation (10) vanishes everywhere except at the points $r = r_1$

<table>
<thead>
<tr>
<th>Case</th>
<th>$r_1$ (km)</th>
<th>$r_2$ (km)</th>
<th>$\hat{f}_0/f$</th>
<th>$\hat{f}_1/f$</th>
<th>$\hat{f}_2/f$</th>
<th>$\mu_0^{-1}$ (km)</th>
<th>$\mu_0 r_1$</th>
<th>$\eta$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>10</td>
<td>20</td>
<td>141.0</td>
<td>141.0</td>
<td>1.0</td>
<td>7.1</td>
<td>1.41</td>
<td>12.6</td>
</tr>
<tr>
<td>B</td>
<td>10</td>
<td>20</td>
<td>41.0</td>
<td>145.2</td>
<td>1.0</td>
<td>24.4</td>
<td>0.41</td>
<td>14.7</td>
</tr>
<tr>
<td>C</td>
<td>30</td>
<td>40</td>
<td>71.0</td>
<td>71.0</td>
<td>1.0</td>
<td>14.1</td>
<td>2.13</td>
<td>13.5</td>
</tr>
<tr>
<td>D</td>
<td>30</td>
<td>40</td>
<td>14.3</td>
<td>85.3</td>
<td>1.0</td>
<td>69.9</td>
<td>0.43</td>
<td>21.1</td>
</tr>
</tbody>
</table>
and \( r = r_2 \). At these points, the differential equation (10) is replaced by the two jump conditions

\[
\begin{align*}
\left[ \frac{d(r \hat{\psi})}{dr} \right]_{r=r^-}^{r=r^+} &= \frac{g}{c_p T_0 N^2} Q_1, \\
\left[ \frac{d(r \hat{\psi})}{dr} \right]_{r=r_2} &= -\frac{g}{c_p T_0 N^2} Q_1,
\end{align*}
\]

which can be derived by integrating Equation (10) across narrow intervals straddling the points \( r = r_1 \) and \( r = r_2 \).

Assuming Equation (16), the solution of the ordinary differential equation (10) consists of linear combinations of the first-order modified Bessel functions \( I_1(\mu r) \) and \( K_1(\mu r) \) in each of the three regions. These modified Bessel functions are shown by the dashed curves in Figure 6. Because our boundary condition requires that \( \hat{\psi} = 0 \) at \( r = 0 \), we can discard the \( K_1(\mu r) \) solution in the inner region. Similarly, because \( r \hat{\psi} \to 0 \) as \( r \to \infty \), we can discard the \( I_1(\mu r) \) solution in the outer region.

The solution of Equation (10) can then be written as

\[
\hat{\psi}(r) = \begin{cases} 
\frac{I_1(\mu_1 r)}{I_1(\mu_0 r)} & 0 \leq r \leq r_1 \\
\frac{\hat{\psi}_1 F(r, r_2) + \hat{\psi}_2 F(r_1, r)}{F(r_1, r_2)} & r_1 \leq r \leq r_2 \\
\frac{K_1(\mu_2 r)}{K_1(\mu_2 r_2)} & r_2 \leq r < \infty 
\end{cases}
\]

where

\[
F(x, y) = I_1(\mu_1 x) K_1(\mu_1 y) - K_1(\mu_1 x) I_1(\mu_1 y)
\]

and \( \hat{\psi}_1 \) and \( \hat{\psi}_2 \) are constants to be determined by the two jump conditions (18). Note that Equation (19) guarantees that \( \hat{\psi}(r) \) is continuous at \( r = r_1 \) and \( r = r_2 \).

The vertical motion field can be obtained from the streamfunction (Equation (19)) via differentiation, using the relations

\[
\begin{align*}
\frac{d}{dr} \{r I_0(\mu r)\} &= \mu I_0(\mu r), \\
\frac{d}{dr} \{r K_0(\mu r)\} &= -\mu K_0(\mu r)
\end{align*}
\]

where \( I_0(\mu r) \) and \( K_0(\mu r) \) are the zeroth-order modified Bessel functions (shown by the solid curves in Figure 6). Thus, from differentiation of Equation (19) we obtain:

\[
\frac{d}{dr} \left( r \hat{\psi} \right) = \begin{cases} 
\hat{\psi}_1 \mu_0 G(r, r_2) - \hat{\psi}_2 \mu_1 G(r, r_1) & 0 \leq r < r_1 \\
\hat{\psi}_1 \mu_1 G(r, r_2) - \hat{\psi}_2 \mu_2 G(r, r_1) & r_1 < r < r_2 \\
-\hat{\psi}_2 \mu_2 K_0(\mu_2 r_2) & r_2 < r < \infty 
\end{cases}
\]

where

\[
G(x, y) = I_0(\mu_1 x) K_1(\mu_1 y) + K_0(\mu_1 x) I_1(\mu_1 y)
\]
Use of Equation (20) in the jump conditions (18) leads to two algebraic equations that determine the constants \( \hat{\psi}_1 \) and \( \hat{\psi}_2 \). Solving these two algebraic equations, and with the aid of the Wronskian

\[
I_0(x) K_1(x) + K_0(x) I_1(x) = \frac{1}{x},
\]

we can express \( \hat{\psi}_1 \) and \( \hat{\psi}_2 \) as

\[
\hat{\psi}_1 = \frac{g Q_1 r_2 F(r_1, r_2)}{c_p T_0 N^2} \left( 1 - \alpha \right) \left( 1 - \alpha \beta \right)
\]
\[
\hat{\psi}_2 = \frac{g Q_1 r_1 F(r_1, r_2)}{c_p T_0 N^2} \left( \beta - 1 \right) \left( 1 - \alpha \beta \right),
\]

where

\[
\alpha = \mu_1 r_1 \left( G(r_2, r_1) - F(r_1, r_2) \frac{\mu_2 K_0(\mu_2 r_2)}{\mu_1 K_1(\mu_2 r_2)} \right),
\]

and

\[
\beta = \mu_1 r_2 \left( G(r_1, r_2) - F(r_1, r_2) \frac{\mu_0 I_0(\mu_0 r_1)}{\mu_1 I_1(\mu_0 r_1)} \right).
\]

To summarize, the solution of the transverse circulation equation (8), for the barotropic vortex (Equations (11)–(13)) and the diabatic heating (Equation (16)), yields a log-pressure vertical velocity given by:

\[
w(r, z) = e^{z/(2H)} \sin \left( \frac{\pi z}{2T} \right)
\]

\[
\hat{\psi}_1 = \hat{\psi}_2 = 0 \quad \text{for } 0 \leq r < r_1
\]

\[
\hat{\psi}_1 = \frac{G(r, r_2)}{F(r_1, r_2)} - \frac{\mu_0 I_0(\mu_0 r_1)}{\mu_1 I_1(\mu_0 r_1)} \quad \text{for } r_1 < r < r_2
\]

\[
\hat{\psi}_2 = \frac{K_0(\mu_2 r_2)}{K_1(\mu_2 r_2)} \quad \text{for } r_2 < r < \infty
\]

Plots of the radial dependence on the right-hand side of Equation (24) for cases A–D are shown in Figure 5(b). For the U-shaped vortices B and D, the subsidence rate is nearly uniform in the eye because the dynamic radius of the eye is small (0.41 for B and 0.43 for D) – the centre of the eye is less than a Rossby length from the eyewall. For the Rankine-like vortices A and C, the subsidence rate in the centre of the eye being more than a Rossby length from the eyewall. From the first line in Equation (24) we can see that, on any isobaric surface, the ratio of the subsidence rate at the edge of the eye to the subsidence rate at the centre of the eye is \( I_0(\mu_0 r_1) \), since \( I_0(0) = 1 \). From Figure 6 we note that \( I_0(\mu_0 r_1) < 1.1 \) when \( \mu_0 r_1 < 0.6 \), while \( I_0(\mu_0 r_1) > 2 \) when \( \mu_0 r_1 > 1.8 \). We conclude that there is less than 10% horizontal variation in the subsidence rate in the eye when the eye is dynamically small \( (\mu_0 r_1 < 0.6) \), whereas the subsidence rate at the edge of the eye is more than twice as strong as the subsidence rate in the centre of the eye when the eye is dynamically large \( (\mu_0 r_1 > 1.8) \).

It is of interest to calculate the proportion of the upward mass flux in the eyewall that turns inward to subside in the eye and the proportion that turns outward to subside in the far-field. From the streamfunction solution (Equation (19)), the fractional downward mass flux in the eye (on any isobaric surface) can be expressed as

\[
\eta = \frac{\text{downward mass flux in eye}}{\text{total downward mass flux}} = \frac{\int_0^{r_1} \hat{\psi}_1 \hat{\psi}_2 dr}{\int_0^{r_1} \hat{\psi}_1 dr + \int_{1}^{\infty} \hat{\psi}_1 dr} = \frac{\int_0^{r_1} \hat{\psi}_1 dr}{\int_0^{r_1} \hat{\psi}_1 dr + \int_{1}^{\infty} \hat{\psi}_1 dr} = \frac{\alpha}{\alpha + \beta - 2}.
\]

where the final equality follows from the use of Equations (21). From Equations (22) and (23), we see that the value of \( \eta \) depends on the five parameters \( r_1, r_2, \mu_0, \mu_1 \) and \( \mu_2 \). Values of \( \eta \) for cases A–D are shown in the last column of Table I. Note that the transformations to vortices with high inertial stability cores (i.e. B → A and D → C) lead to a reduction in the proportion of the downward mass flux that occurs in the eye (e.g. 21.1% to 13.5% for D → C). Thus, the reduction of the subsidence rate at the centre of the eye means that the proportion of total downward mass flux that occurs in the eye is reduced.

The temperature tendency implied by the secondary circulation can be obtained from Equation (4) with \( B = 0 \). After separating off from the vertical dependence, we obtain:

\[
\frac{\partial \hat{T}}{\partial t} = \frac{\hat{Q}}{c_p} \frac{\hat{T}}{g} \int_0^{r_1} d(r \hat{\psi}) dr.
\]

Using Equations (16) and (20)–(23), we obtain the following formulae:

- If \( 0 \leq r \leq r_1 \):
  \[
  \frac{\partial \hat{T}}{\partial t} = \frac{Q_1}{c_p} \left( 1 - \frac{1 - \alpha}{1 - \alpha \beta} \right) \mu_1 r_2 G(r_1, r_2) - \frac{1 - \beta}{1 - \alpha \beta} \right) \frac{I_0(\mu_0 r_1)}{I_0(\mu_0 r_1)}.
  \]

- If \( r_1 \leq r \leq r_2 \):
  \[
  \frac{\partial \hat{T}}{\partial t} = \frac{Q_1}{c_p} \left( 1 - \frac{1 - \alpha}{1 - \alpha \beta} \right) \mu_1 r_2 G(r_2) - \frac{1 - \beta}{1 - \alpha \beta} \right) \mu_1 r_1 G(r_1, r_1) \right).
  \]
If \( r_2 \leq r < \infty \):

\[
\frac{\partial \tilde{T}}{\partial t} = \frac{Q_1}{c_p} \left\{ 1 - \frac{1 - \alpha}{1 - \alpha \beta} \right\} - \left( \frac{1 - \beta}{1 - \alpha \beta} \right) \mu_1 \Gamma_1 G(r_2, r_1) \frac{K_0(\mu_2 r)}{K_0(\mu_2 r_2)}
\]  

(27)

Plots of \( \partial \tilde{T}/\partial t \), computed from Equations (25)–(27) for cases A–D, are shown in Figure 5(c). Note that in cases A and C (dynamically large eyes) the temperature tendency is more concentrated near the edge of the eye. This is consistent with the formation of a warm-ring structure in storms with dynamically large eyes. Another interesting feature of these plots is the large variation of \( \partial \tilde{T}/\partial t \) across the eyewall, even though the diabatic heating \( \tilde{Q}(r) \) is constant across it. This can be interpreted as follows. From Equation (18) and Figure 5(b) it can be seen that the magnitude of the jumps in vertical velocity are the same at \( r = r_1 \) and \( r = r_2 \). Thus, with stronger subsidence at the edge of the eye than just outside the eyewall, the upward motion in the eyewall region is larger in its outer part than in its inner part. For example, considering cases A and C, in the outer part of the eyewall region the compensation between the \( (T_0 N^2 g') \{ d(r \tilde{\psi})/(r \, dr) \} \) term and the \( \tilde{Q}/c_p \) term is nearly complete, while in the inner part of the eyewall region the former of these two terms is only two-thirds of the latter.

4. Numerical solutions

In order to test the limitations of the barotropic vortex assumption that reduces Equation (8) to Equation (9), we produce numerical solutions of Equation (8) using multigrid methods (Fulton et al., 1986; Ciesielski et al., 1986) with fine spatial resolution (\( \Delta r = 250 \) m and \( \Delta z = 187.5 \) m). The diabatic heating \( \tilde{Q}(r, z) \) has the same spatial structure as that used in Section 3, except that the discontinuities at \( r_1 \) and \( r_2 \) are replaced by smooth transitions (A cubic interpolation function was used, so that both \( \tilde{Q}(r, z) \) and its radial derivative are continuous.) over a radial distance of 3 km. Figure 7 shows the results of two such calculations, one for the barotropic vortex (upper-left panel) and one for the baroclinic vortex (upper-right panel). These two vortices have the same radial profile of \( v \) at the lower boundary. The middle and lower panels show the corresponding \( w \) and \( \partial T/\partial t \) fields, respectively. The middle two panels show that baroclinicity increases the height of the vertical velocity maximum and associated temperature tendency. This vertical shift of the maximum \( w \) from the barotropic to baroclinic situation occurs because the baroclinic vortex has increased (decreased) static stability at lower (upper) levels and decreased inertial stability at upper levels. The heights of maximum \( |w| \) and \( \partial T/\partial t \) are also directly proportional to the level of maximum heating, which in the present example is located in the upper troposphere. Finally, it should be pointed out that numerical solutions for U-shaped profiles (not shown) validate the generality of the dependence of the radial distribution of eye subsidence on the radial profile of inertial stability.

5. Hurricanes Guillermo and Isabel

We now present observations from two intense hurricanes that support the warm-ring structure found in the theoretical arguments of Sections 2 and 3. The first example is from Hurricane Guillermo, a category-4 eastern-Pacific storm that was well observed on 2 and 3 August 1997. Figures 8(a) and (b) show the time-averaged radial profiles of tangential wind, temperature, and dew-point temperature at 700 hPa for 2 and 3 August, where each composite profile incorporates 18 and 20 passes, respectively. Following Willoughby et al. (1982), each flight pass has been interpolated into vortex-centred grids (\( \Delta r = 0.5 \) km); the data are readily available in such a format from NOAA’s Hurricane Research Division. On 2 August, the maximum 700 hPa tangential wind is 52.7 m s\(^{-1}\) at \( r = 29 \) km; on 3 August, the maximum 700 hPa tangential wind is 63.0 m s\(^{-1}\) at \( r = 26 \) km. Thus, Guillermo strengthened.
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Figure 8. Radial profiles at 700 hPa, from Hurricane Guillermo, of the time-averaged (a) tangential wind on 2 August (light solid line) and 3 August 1997 (heavy solid line), and (b) temperature and dew-point temperature on 2 August (light dashed and dotted lines respectively) and 3 August (heavy dashed and dotted lines respectively). (c) The corresponding three-region model’s estimate of Guillermo’s 700 hPa tangential wind and temperature tendency on 2 August (light solid and dashed lines respectively) and 3 August (heavy solid and dashed lines respectively).

and its eyewall contracted during this period. A substantial warm-core anomaly of about 5 K persisted (Figure 8(b)), but apparent ‘cooling’ at \( r < 10 \) km between the two intensive observational campaigns on 2 and 3 August leads to a warm-ringed structure in the 3 August composite. With a saturated eyewall adjacent to a dew-point depression of 3.2 °C near the inner edge of the eyewall, the 3 August composite is consistent with the results of Sitkowski et al. (2006). On 2 August, the dew-point depression exceeds 6 °C but is uniform across Guillermo’s eye.

While admitting the three-region model’s inability to capture the U-shaped structure within Guillermo’s eye, we can still optimize the three-region model’s parameters to estimate the temperature tendencies that should result from the balanced circulation of Guillermo. For 2 August, we choose \( r_1 = 22 \) km, \( r_2 = 29 \) km, \( v(r_1) = 39.3 \) m s\(^{-1}\); and \( v(r_2) = 52.7 \) m s\(^{-1}\); for 3 August, we choose \( r_1 = 20 \) km, \( r_2 = 26.5 \) km, \( v(r_1) = 52 \) m s\(^{-1}\), and \( v(r_2) = 63 \) m s\(^{-1}\). Figure 8(c) shows the estimated tangential wind curves. Incorporating the diabatic heating constraint given by Equation (17) and using Equations (25)–(27), we obtain the temperature tendencies shown by the heavy and light dashed lines in Figure 8(c). On 3 August, there is a greater tendency for the storm to produce a warm-ringed structure. However, the radius of maximum temperature change is offset from the warm-ringed structure observed on 3 August; this may perhaps be explained by the analytical model’s simplified vortex geometry, or by its lack of evaporative and sublimative cooling.

Our second observational example is from Hurricane Isabel, a category-5 Atlantic hurricane. Figure 9 is a stunning photograph of the hub cloud in the eye of Isabel on 13 September 2003. On this date, the two NOAA WP-3D aircraft collected high-resolution data from multiple eyewall penetrations at altitudes of 2.1 km and 3.7 km. In Figures 10(a) and (b), we provide two radial profiles of 1 s flight-level tangential wind at 3.7 km altitude from 1948 UTC to 1956 UTC and at 2.1 km altitude from 1922 UTC to 1931 UTC, respectively. These wind profiles reveal a large outward tilt of the radius of maximum wind (See also the cross-sections shown in Bell and Montgomery (2007).) The associated temperature and dew-point temperature profiles exhibit evidence of subsidence warming and drying inside the eye, particularly near the eyewall. Similar patterns appear in nearly all 16 WP-3D sorties on 13 September. These Isabel results imply that the warm-ring structure can extend over a considerable depth of the lower troposphere. However, it is an open question whether it extends into the upper troposphere or gives way to a warm-core upper tropospheric structure. These Isabel profiles also reveal a vorticity structure more complicated than was specified in the three-region model, which assumed that the eye can be characterized by a single Rossby length. The tangential wind...
profiles for Isabel possess a striking U-shaped structure within the eye. In fact, the azimuthal wind profiles shown in Figure 10 would be more accurately characterized by a four-region model, with two regions within the eye. For example, at \( z = 2.1 \text{ km} \) (Figure 10(b)) the average vorticity in the region \( 0 \leq r \leq 21 \text{ km} \) is \( 1.1 \times 10^{-3} \text{ s}^{-1} \), while the average vorticity in the region \( 21 \leq r \leq 31 \text{ km} \) is \( 5.8 \times 10^{-3} \text{ s}^{-1} \). These values result in approximate Rossby lengths for these two regions of \( 44 \text{ km} \) and \( 8.5 \text{ km} \) respectively. The small Rossby length in the outer part of the eye plays an important role in confining the large temperature anomaly to this region. Eye structures in which the vorticity and potential vorticity are much smaller near the circulation centre may be the result of a partial mixing process in which high-potential-vorticity eyewall air is advected inward but not completely to the centre of the eye. In passing, we note that future work should attempt to estimate temperature tendencies from large observational data sets over numerous storms to determine the robustness of the proposed relationship between inertial stability, eye subsidence and temperature tendency.

6. Conclusions

Assuming the eye can be fairly accurately characterized by a single Rossby length, we have proposed the following rules:

- There is less than 10% horizontal variation in the subsidence rate in the eye when the ratio of the eye radius to the Rossby length in the eye is less than 0.6. This tends to occur with small eyes or eyes with low inertial stability.
- The subsidence rate at the edge of the eye is more than twice as strong as the subsidence rate in the centre of the eye when the ratio of the eye radius to the Rossby length in the eye is greater than 1.8. This tends to occur with large eyes or eyes with high inertial stability.

An implication of these results is that the existence of a hub cloud at the centre of the eye, cascading pileus in the upper troposphere on the edge of the eye (Willoughby, 1998), a clear inner moat in the lower troposphere on the edge of the eye, and a warm-ring thermal structure, are all associated with strong inertial stability in the eye and a relatively large eye radius. Thus, in some cases, careful inspection of the cloud field can reveal certain aspects of a hurricane's dynamical structure. However, further research is needed to better understand the relative importance of these dynamical effects and the evaporative—sublimative cooling effects studied by Malkus (1958) and Zhang et al. (2002).

In closing, important limitations of the idealized framework used in this study should be pointed out. First, the balanced model (Equation (1)), and hence the associated transverse circulation equation (8), filter transient inertia—gravity waves. In real hurricanes and in both hydrostatic and non-hydrostatic primitive equation models, high-frequency inertia—gravity oscillations can be superimposed on the slower-time-scale motions that are well approximated by Equation (1). An interesting example can be seen in Yamasaki (1983, figure 15), which shows 15-minute oscillations of the vertical motion field in the eye of an axisymmetric non-hydrostatic model. Such inertia—gravity oscillations have peak amplitudes of vertical motion at the centre of the eye, in contrast to the quasi-balanced motions associated with maximum subsidence at the edge of the eye. Another interesting feature of primitive equation model simulations is that intense storms can produce a temperature field that has a warm-core structure at upper levels but a warm-ring structure at lower levels (Yamasaki, 1983, figure 10(a); Hausman et al., 2006, figures 5 and 9). An explanation of such a temperature field in terms of the Sawyer—Eliassen equation would presumably involve relaxing some of the assumptions that lead to the simplified equations (9) and (10).
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